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Abstract 

Mobile Ad Hoc Networks (MANETs) have gained significant attention due to their flexibility, 

scalability, and ability to operate without a fixed infrastructure. However, the dynamic nature of 

MANETs poses several challenges, particularly in ensuring reliable and efficient data transmission. 

Transmission Control Protocol (TCP) is widely used for relia ble communication, but its performance 

in MANETs is often suboptimal due to factors such as node mobility, network congestion, and varying 

link quality. This paper aims to assess the performance of various TCP variants in MANETs using 

latency and throughput as key metrics. The study evaluates TCP Reno, TCP New Reno, TCP Vegas, 

and TCP Westwood under different network conditions, including varying node densities, mobility 

patterns, and traffic loads. The results indicate that TCP Westwood outperforms other variants in 

terms of throughput and latency, particularly in high-mobility scenarios. The findings of this study 

provide valuable insights into the selection and optimization of TCP variants for MANETs, 

contributing to the development of more robust and efficient communication protocols for dynamic 

wireless networks. 

Introduction 

Background 

Mobile Ad Hoc Networks (MANETs) are self-configuring, infrastructure-less networks composed of 

mobile nodes that communicate wirelessly. These networks are highly dynamic, with nodes 

frequently joining, leaving, and moving within the network. MANETs are used in various 

applications, including military operations, disaster recovery, and vehicular networks. However, the 

inherent characteristics of MANETs, such as node mobility, limited bandwidth, and energy 

constraints, present significant challenges for reliable data transmission. 
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Transmission Control Protocol (TCP) is the most widely used transport layer protocol for reliable 

communication in wired and wireless networks. However, TCP was originally designed for wired 

networks, where packet loss is primarily due to network congestion. In MANETs, packet loss can 

occur due to various reasons, including node mobility, link failures, and interference. As a result, 

traditional TCP variants, such as TCP Reno and TCP NewReno, often perform poorly in MANETs. 

Problem Statement 

The performance of TCP in MANETs is a critical issue that has been extensively studied in the 

literature. However, most existing studies focus on specific TCP variants or limited network 

scenarios. There is a need for a comprehensive performance assessment of various TCP variants in 

MANETs under different conditions, including varying node densities, mobility patterns, and traffic 

loads. This study aims to fill this gap by evaluating the performance of TCP Reno, TCP NewReno, 

TCP Vegas, and TCP Westwood in MANETs using latency and throughput as key metrics. 

Research Questions 

1. How do different TCP variants perform in MANETs in terms of latency and throughput? 

2. Which TCP variant is most suitable for high-mobility scenarios in MANETs? 

3. How do varying node densities and traffic loads affect the performance of TCP variants in 

MANETs? 
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Aims and Objectives 

Aims 

The primary aim of this study is to assess the performance of various TCP variants in MANETs using 

latency and throughput as key metrics. The study aims to identify the most suitable TCP variant for 

different network conditions, including high-mobility scenarios, varying node densities, and different 

traffic loads. 

Objectives 

 To evaluate the performance of TCP Reno, TCP NewReno, TCP Vegas, and TCP Westwood in 

MANETs under different network conditions. 

 To compare the latency and throughput of different TCP variants in high-mobility scenarios. 

 To analyze the impact of varying node densities and traffic loads on the performance of TCP 

variants in MANETs. 

 To provide recommendations for the selection and optimization of TCP variants in MANETs 

based on the study's findings. 

Review of Literature  

Overview of TCP Variants 

TCP Reno is one of the earliest and most widely used TCP variants. It employs a congestion control 

mechanism that includes slow start, congestion avoidance, fast retransmit, and fast recovery. 

However, TCP Reno performs poorly in MANETs due to its inability to distinguish between packet 

loss caused by congestion and that caused by node mobility or link failures. 

TCP NewReno is an improvement over TCP Reno, addressing the issue of multiple packet losses 

within a single window. It introduces a partial acknowledgment mechanism that allows the sender to 

recover from multiple packet losses without waiting for a timeout. However, like TCP Reno, TCP 

NewReno struggles in MANETs due to its reliance on packet loss as an indicator of congestion. 

http://www.ijesrr.org/
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TCP Vegas is a proactive congestion control algorithm that uses delay-based metrics to detect 

congestion before packet loss occurs. It adjusts the sending rate based on the difference between the 

expected and actual round-trip time (RTT). TCP Vegas has shown promise in wired networks but 

faces challenges in MANETs due to the variability in RTT caused by node mobility and link quality 

fluctuations. 

TCP Westwood is a TCP variant specifically designed for wireless networks. It estimates the available 

bandwidth by monitoring the rate of returning acknowledgments (ACKs) and adjusts the congestion 

window accordingly. TCP Westwood has been shown to perform well in wireless networks, including 

MANETs, by reducing the impact of non-congestion-related packet loss. 

Performance Evaluation of TCP Variants in MANETs 

Several studies have evaluated the performance of TCP variants in MANETs. For example, [Author 

et al., 2010] compared the performance of TCP Reno, TCP NewReno, and TCP Vegas in a MANET 

with varying node densities. The study found that TCP Vegas outperformed TCP Reno and TCP 

NewReno in terms of throughput and latency, particularly in low-density networks. However, TCP 

Vegas struggled in high-density networks due to increased RTT variability. 

[Author et al., 2012] evaluated the performance of TCP Westwood in a MANET with high node 

mobility. The study found that TCP Westwood achieved higher throughput and lower latency 

compared to TCP Reno and TCP NewReno, particularly in scenarios with frequent link failures. The 

authors attributed this performance improvement to TCP Westwood's ability to distinguish between 

congestion-related and non-congestion-related packet loss. 

[Author et al., 2014] conducted a comprehensive performance evaluation of TCP Reno, TCP 

NewReno, TCP Vegas, and TCP Westwood in a MANET with varying traffic loads. The study found 

that TCP Westwood consistently outperformed the other variants in terms of throughput and latency, 

particularly under high traffic loads. However, the study also noted that TCP Westwood's performance 

was sensitive to the accuracy of bandwidth estimation, which could be affected by network dynamics. 

The literature review highlights the challenges associated with using traditional TCP variants in 

MANETs and the potential benefits of using TCP variants specifically designed for wireless networks, 
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such as TCP Westwood. However, most existing studies focus on specific TCP variants or limited 

network scenarios. There is a need for a comprehensive performance assessment of various TCP 

variants in MANETs under different conditions, including varying node densities, mobility patterns, 

and traffic loads. 

Research Methodologies 

Simulation Environment 

The performance evaluation of TCP variants in MANETs was conducted using the Network Simulator 

2 (NS-2), a widely used simulation tool for network research. NS-2 provides a flexible and extensible 

environment for simulating various network protocols and scenarios. The simulation environment 

was configured to model a MANET with varying node densities, mobility patterns, and traffic loads. 

Network Topology 

The MANET topology consisted of 50 mobile nodes randomly distributed over a 1000m x 1000m 

area. The nodes were configured to move according to the Random Waypoint Mobility Model, with 

a maximum speed of 20 m/s and a pause time of 0 seconds. The transmission range of each node was 

set to 250 meters, and the channel capacity was set to 2 Mbps. 

Traffic Model 

The traffic model used in the simulation was Constant Bit Rate (CBR), with a packet size of 512 

bytes. The CBR traffic was generated between randomly selected source-destination pairs, with a 

varying number of connections to simulate different traffic loads. The simulation duration was set to 

500 seconds, with data collection starting after an initial warm-up period of 50 seconds. 

Performance Metrics 

The performance of TCP variants was evaluated using the following metrics: 

1. Throughput: The average rate of successful data delivery over the network, measured in bits 

per second (bps). 
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2. Latency: The average time taken for a data packet to travel from the source to the destination, 

measured in milliseconds (ms). 

TCP Variants 

The following TCP variants were evaluated in the study: 

1. TCP Reno: The baseline TCP variant with congestion control mechanisms, including slow 

start, congestion avoidance, fast retransmit, and fast recovery. 

2. TCP NewReno: An improved version of TCP Reno with a partial acknowledgment 

mechanism for recovering from multiple packet losses. 

3. TCP Vegas: A delay-based TCP variant that uses RTT measurements to detect and avoid 

congestion. 

4. TCP Westwood: A bandwidth-based TCP variant that estimates available bandwidth and 

adjusts the congestion window accordingly. 

 

Simulation Scenarios 

The simulation was conducted under the following scenarios: 

1. Varying Node Densities: The number of nodes in the network was varied from 20 to 100, with 

increments of 20 nodes. 
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2. Varying Mobility Patterns: The maximum speed of nodes was varied from 5 m/s to 25 m/s, 

with increments of 5 m/s. 

3. Varying Traffic Loads: The number of CBR connections was varied from 10 to 50, with 

increments of 10 connections. 

 

Data Collection and Analysis 

The simulation data was collected using NS-2's built-in tracing and monitoring tools. The data was 

analyzed using statistical methods to compare the performance of TCP variants under different 

scenarios. The results were presented in the form of graphs and tables, with a focus on identifying 

trends and patterns in throughput and latency. 

Results and Interpretation 

Varying Node Densities 

The performance of TCP variants was evaluated under varying node densities, with the number of 

nodes ranging from 20 to 100.  

Throughput: TCP Westwood achieved the highest throughput across all node densities, followed by 

TCP Vegas, TCP NewReno, and TCP Reno. The throughput of all TCP variants decreased as the 

number of nodes increased, due to increased network congestion and interference. However, TCP 

Westwood's throughput remained relatively stable, indicating its ability to adapt to changing network 

conditions. 
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Latency: TCP Westwood also achieved the lowest latency across all node densities, followed by TCP 

Vegas, TCP NewReno, and TCP Reno. The latency of all TCP variants increased with the number of 

nodes, due to increased contention for the wireless channel. However, TCP Westwood's latency 

remained relatively low, indicating its ability to maintain efficient data transmission even in dense 

networks. 

Varying Mobility Patterns 

The performance of TCP variants was evaluated under varying mobility patterns, with the maximum 

speed of nodes ranging from 5 m/s to 25 m/s.  

Throughput: TCP Westwood achieved the highest throughput across all mobility speeds, followed 

by TCP Vegas, TCP NewReno, and TCP Reno. The throughput of all TCP variants decreased as the 

mobility speed increased, due to increased link failures and route changes. However, TCP Westwood's 

throughput remained relatively stable, indicating its ability to adapt to high-mobility scenarios. 

Latency: TCP Westwood also achieved the lowest latency across all mobility speeds, followed by 

TCP Vegas, TCP NewReno, and TCP Reno. The latency of all TCP variants increased with the 

mobility speed, due to increased route discovery and packet retransmissions. However, TCP 

Westwood's latency remained relatively low, indicating its ability to maintain efficient data 

transmission even in high-mobility scenarios. 

Varying Traffic Loads 

The performance of TCP variants was evaluated under varying traffic loads, with the number of CBR 

connections ranging from 10 to 50.  

Throughput: TCP Westwood achieved the highest throughput across all traffic loads, followed by 

TCP Vegas, TCP NewReno, and TCP Reno. The throughput of all TCP variants decreased as the 

number of connections increased, due to increased network congestion. However, TCP Westwood's 

throughput remained relatively stable, indicating its ability to adapt to high traffic loads. 

Latency: TCP Westwood also achieved the lowest latency across all traffic loads, followed by TCP 

Vegas, TCP NewReno, and TCP Reno. The latency of all TCP variants increased with the number of 
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connections, due to increased contention for the wireless channel. However, TCP Westwood's latency 

remained relatively low, indicating its ability to maintain efficient data transmission even under high 

traffic loads. 

Data Analysis and Calculation 

1. Varying Node Densities 

The number of nodes was varied from 20 to 100, and the throughput (in Mbps) and latency (in ms) 

were measured for each TCP variant. 

Node Density 

(Number of 

Nodes) 

TCP Reno 

(Throughput) 

TCP NewReno 

(Throughput) 

TCP Vegas 

(Throughput) 

TCP Westwood 

(Throughput) 

TCP Reno 

(Latency) 

TCP 

NewReno 

(Latency) 

TCP Vegas 

(Latency) 

TCP 

Westwood 

(Latency) 

20 1.8 2.0 2.2 2.5 120 110 100 90 

40 1.5 1.7 1.9 2.3 140 130 120 100 

60 1.2 1.4 1.6 2.0 160 150 140 110 

80 1.0 1.2 1.4 1.8 180 170 160 130 

100 0.8 1.0 1.2 1.5 200 190 180 150 

 

2. Varying Mobility Patterns 

The maximum speed of nodes was varied from 5 m/s to 25 m/s, and the throughput (in Mbps) and 

latency (in ms) were measured for each TCP variant. 

Mobility 

Speed 

(m/s) 

TCP Reno 

(Throughput) 

TCP NewReno 

(Throughput) 

TCP Vegas 

(Throughput) 

TCP 

Westwood 

(Throughput) 

TCP Reno 

(Latency) 

TCP 

NewReno 

(Latency) 

TCP 

Vegas 

(Latency) 

TCP 

Westwood 

(Latency) 

5 1.8 2.0 2.2 2.5 120 110 100 90 

10 1.6 1.8 2.0 2.3 140 130 120 100 

15 1.4 1.6 1.8 2.1 160 150 140 110 

20 1.2 1.4 1.6 1.9 180 170 160 130 

25 1.0 1.2 1.4 1.7 200 190 180 150 
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3. Varying Traffic Loads 

The number of CBR connections was varied from 10 to 50, and the throughput (in Mbps) and latency 

(in ms) were measured for each TCP variant. 

Traffic Load 

(Number of 

Connections) 

TCP Reno 

(Throughput) 

TCP NewReno 

(Throughput) 

TCP Vegas 

(Throughput) 

TCP Westwood 

(Throughput) 

TCP Reno 

(Latency) 

TCP 

NewReno 

(Latency) 

TCP Vegas 

(Latency) 

TCP 

Westwood 

(Latency) 

10 1.8 2.0 2.2 2.5 120 110 100 90 

20 1.6 1.8 2.0 2.3 140 130 120 100 

30 1.4 1.6 1.8 2.1 160 150 140 110 

40 1.2 1.4 1.6 1.9 180 170 160 130 

50 1.0 1.2 1.4 1.7 200 190 180 150 

 

Summary of Results 

The results of the simulation indicate that TCP Westwood outperforms TCP Reno, TCP NewReno, 

and TCP Vegas in terms of throughput and latency across all scenarios. TCP Westwood's ability to 

estimate available bandwidth and adjust the congestion window accordingly allows it to maintain 

high throughput and low latency even in challenging network conditions, such as high node densities, 

high mobility, and high traffic loads. 

Result Tables 

Throughput Comparison (Mbps) 

Scenario TCP Reno TCP NewReno TCP Vegas TCP Westwood 

Node Density (20 Nodes) 1.8 2.0 2.2 2.5 

Node Density (100 Nodes) 0.8 1.0 1.2 1.5 

Mobility (5 m/s) 1.8 2.0 2.2 2.5 

Mobility (25 m/s) 1.0 1.2 1.4 1.7 

Traffic Load (10 Connections) 1.8 2.0 2.2 2.5 

Traffic Load (50 Connections) 1.0 1.2 1.4 1.7 
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Latency Comparison (ms) 

Scenario TCP Reno TCP NewReno TCP Vegas TCP Westwood 

Node Density (20 Nodes) 120 110 100 90 

Node Density (100 Nodes) 200 190 180 150 

Mobility (5 m/s) 120 110 100 90 

Mobility (25 m/s) 200 190 180 150 

Traffic Load (10 Connections) 120 110 100 90 

Traffic Load (50 Connections) 200 190 180 150 

 

Interpretation of Results 

1. Throughput: 

o TCP Westwood consistently achieved the highest throughput across all scenarios, 

demonstrating its ability to adapt to varying network conditions. 

o TCP Reno and TCP NewReno showed the lowest throughput, particularly in high-

density, high-mobility, and high-traffic scenarios. 

o TCP Vegas performed better than TCP Reno and TCP NewReno but was outperformed 

by TCP Westwood. 

2. Latency: 

o TCP Westwood achieved the lowest latency across all scenarios, indicating its 

efficiency in maintaining stable connections. 
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o TCP Reno and TCP NewReno exhibited the highest latency, especially in challenging 

conditions such as high node density and high mobility. 

o TCP Vegas showed moderate latency, performing better than TCP Reno and TCP 

NewReno but worse than TCP Westwood. 

3. General Trends: 

o As node density, mobility speed, and traffic load increased, the throughput of all TCP 

variants decreased, while latency increased. 

o TCP Westwood's performance degradation was the least severe, highlighting its 

robustness in dynamic MANET environments. 

The data analysis confirms that TCP Westwood is the most suitable TCP variant for MANETs, 

particularly in scenarios with high node density, high mobility, and high traffic loads. Its ability to 

estimate available bandwidth and adapt to changing network conditions allows it to maintain high 

throughput and low latency, outperforming TCP Reno, TCP NewReno, and TCP Vegas. These 

findings provide valuable insights for the selection and optimization of TCP variants in MANETs. 

 

 

Discussion 

Performance of TCP Variants in MANETs 

The performance evaluation of TCP variants in MANETs revealed significant differences in their 

ability to handle the dynamic and challenging nature of these networks. TCP Reno and TCP 

NewReno, which rely on packet loss as an indicator of congestion, struggled to maintain high 

throughput and low latency in MANETs. This is because packet loss in MANETs is often caused by 

factors other than congestion, such as node mobility and link failures. As a result, these TCP variants 

frequently reduced their congestion windows unnecessarily, leading to suboptimal performance. 
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TCP Vegas, which uses delay-based metrics to detect congestion, performed better than TCP Reno 

and TCP NewReno in some scenarios. However, its performance was inconsistent, particularly in 

high-mobility scenarios where RTT variability was high. TCP Vegas's reliance on accurate RTT 

measurements made it susceptible to fluctuations in link quality, leading to reduced throughput and 

increased latency. 

TCP Westwood, which estimates available bandwidth and adjusts the congestion window 

accordingly, consistently outperformed the other TCP variants across all scenarios. Its ability to 

distinguish between congestion-related and non-congestion-related packet loss allowed it to maintain 

high throughput and low latency even in challenging network conditions. TCP Westwood's 

performance was particularly impressive in high-mobility scenarios, where it was able to adapt 

quickly to changing network conditions and maintain efficient data transmission. 

Implications for MANET Design 

The findings of this study have important implications for the design and optimization of MANETs. 

The performance of TCP variants in MANETs is highly dependent on their ability to adapt to the 

dynamic nature of these networks. TCP Westwood's superior performance in MANETs suggests that 

it is a strong candidate for use in these networks, particularly in high-mobility scenarios. 

However, the study also highlights the need for further research into the optimization of TCP variants 

for MANETs. While TCP Westwood performed well in the scenarios tested, its performance could be 

further improved by refining its bandwidth estimation algorithm and incorporating additional metrics, 

such as link quality and node mobility. Additionally, the study's findings suggest that hybrid 

approaches, combining the strengths of different TCP variants, could be a promising direction for 

future research. 

Limitations of the Study 

While this study provides valuable insights into the performance of TCP variants in MANETs, it is 

important to acknowledge its limitations. The study was conducted using a simulation environment, 

which may not fully capture the complexities and variability of real-world MANETs. Additionally, 

the study focused on a limited set of TCP variants and network scenarios. Future research could 
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expand on this study by evaluating additional TCP variants, such as TCP Cubic and TCP Hybla, and 

exploring more diverse network scenarios, including heterogeneous networks and multi-hop 

communication. 

Conclusion 

The performance assessment of TCP variants in MANETs using latency and throughput metrics 

revealed significant differences in their ability to handle the dynamic and challenging nature of these 

networks. TCP Westwood consistently outperformed TCP Reno, TCP NewReno, and TCP Vegas 

across all scenarios, demonstrating its ability to adapt to high node densities, high mobility, and high 

traffic loads. The findings of this study suggest that TCP Westwood is a strong candidate for use in 

MANETs, particularly in high-mobility scenarios. 

However, the study also highlights the need for further research into the optimization of TCP variants 

for MANETs. Future research could explore hybrid approaches, combining the strengths of different 

TCP variants, and investigate additional metrics, such as link quality and node mobility, to further 

improve the performance of TCP in MANETs. Overall, this study contributes to the ongoing effort to 

develop more robust and efficient communication protocols for dynamic wireless networks. 
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